Deflecting Adversarial Attacks with Pixel Deflection
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Abstract

CNNs are poised to become integral parts of many critical systems. Despite their robustness to natural variations, image pixel values can be manipulated, via small, carefully crafted, imperceptible perturbations, to cause a model to misclassify images. We present an algorithm to process an image so that classification accuracy is significantly preserved in the presence of such adversarial manipulations. Image classifiers tend to be robust to natural noise, and adversarial attacks tend to be agnostic to object location. These observations motivate our strategy, which leverages model robustness to defend against adversarial perturbations by forcing the image to match natural image statistics. Our algorithm locally corrupts the image by redistributing pixel values via a process we term pixel deflection. A subsequent wavelet-based denoising operation softens this corruption, as well as some of the adversarial changes. We demonstrate experimentally that the combination of these techniques enables the effective recovery of the true class, against a variety of robust attacks. Our results compare favorably with current state-of-the-art defenses, without requiring retraining or modifying the CNN.

1. Pixel Deflection

Much has been written about the lack of robustness of deep convolutional networks in the presence of adversarial inputs [4, 5]. However, most deep classifiers are robust to the presence of natural noise, such as sensor noise. We introduce a form of artificial noise, and show that most models are similarly robust to this noise. We randomly sample a pixel from an image, and replace it with another randomly selected pixel from within a small square neighborhood. We also experimented with other neighborhood types, including sampling from a Gaussian centered on the pixel, but these alternatives were less effective.

We term this process pixel deflection, and give a formal definition in Algorithm 1. Let $R_p$ be a square neighborhood with apothem $r$ centered at a pixel $p$. Let $\mathcal{U}(R)$ be the uniform distribution over all pixels within $R$. Let $I_p$ indicate the value of pixel $p$ in image $I$.

Algorithm 1: Pixel deflection transform

| Input | Image $I$, neighborhood size $r$ |
| Output | Image $I'$ of the same dimensions as $I$ |
| for $i \leftarrow 0$ to $K$ do |
| Let $p_i \sim \mathcal{U}(I)$ |
| Let $n_i \sim \mathcal{U}(R_p \cap I)$ |
| $I'[p_i] = I[n_i]$ |
| end |

As shown in Figure 1, even changing as much as 1% (i.e. 10 times the amount changed in our experiments) of the original pixels does not alter the classification of a clean image. However, application of pixel deflection enables the recovery of a significant portion of correct classifications.

1.1. Distribution of Attacks

Most attacks search the entire image plane for adversarial perturbations, without regard for the location of the im-

- Figure 1. Average classification probabilities for an adversarial image (top) and clean image (bottom) after pixel deflection (Image size: 299x299)
Figure 2. Visualization showing average location in the image where perturbation is added by an attacker. Clockwise from top left: Localization of most salient object in the image, FGSM, IGSM, FGSM-2 (higher $\epsilon$), Deep Fool, JSMA, LBFGS and Carlini-Wagner attack.

age content. This is in contrast with the classification models, which show high activation in regions where an object is present [1]. This is especially true for attacks which aim to minimize the $L_p$ norm of their changes for large values of $p$, as this gives little to no constraint on the total number of pixels perturbed. In fact, Lou et al. [3] use the object co-ordinates to mask out the background region and show that this defends against some of the known attacks.

In Figure 2 we show the average spatial distribution of perturbations for several attacks, as compared to the distribution of object locations (top left). Based on these ideas, we explore the possibility of updating the pixels in the image such that the probability of that pixel being updated is inversely proportional to the likelihood of that pixel containing an object.

1.2. Targeted Pixel Deflection

As we have shown in section [1] image classification is robust against the loss of a certain number of pixels. In natural images, many pixels do not correspond to a relevant semantic object and are therefore not salient to classification. Classifiers should then be more robust to pixel deflection if more pixels corresponding to the background are dropped as compared to the salient objects. Thus, we improve Pixel Deflection by deflecting more pixels which are outside the semantic region. We use a variant of class activation maps [8] to obtain the heatmap of semantic regions.

2. Results
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