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Figure 1: Screen capture of the Blocks tab from the Google Sheets Interface of the Engine

ABSTRACT
Social robots are being studied for a wide variety of user popula-
tions, such as older adults, but programming these social robots
typically requires deep technical knowledge. In this study, we de-
veloped a no-code end-user robot programming interface, with
the goal of our interface being to empower individuals with no
programming background to easily create social robot interactions
with older adults using natural language. We evaluated five indi-
viduals with connections to adults older than 65 without robot
programming experience. They were tasked with designing a sim-
ple conversation with the robot. We recorded their experiences
using a survey and found that participants successfully used the
interface to make the robot communicate with older adults. Overall,
the participants found the interface easy to use and enjoyed the
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process. Thus, we provide recommendations on how to improve
no-code end-user robot programming interfaces further.

CCS CONCEPTS
• Applied computing → Sociology; • Computing method-
ologies → Natural language processing; Computer vision;
• Human-centered computing→ Interaction design.
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1 INTRODUCTION
Social robots are gaining popularity and are now used in various
settings such as schools and hospitals. Human-robot interaction
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(HRI) research has increasingly focused on the older adult pop-
ulation, particularly exploring conversational robots designed to
improve well-being [11, 19]. With numerous activities that social
robots could engage in with older adults [13, 15], our goal was to
develop a no-code end-user robot programming interface named
ENGINE, for users such as caregivers who would like to program
social robots for this demographic.

Programming a robot’s behavior typically requires deep tech-
nical expertise — usually a background in computer science or
engineering. This makes it almost impossible for the typical end-
user to customize their robot’s behavior. Our vision is to empower
individuals with no programming background to program social
robots easily for interactions with older adults. This could signifi-
cantly improve the usability of social robots for this demographic,
allowing, for example, a caregiver to customize a robot’s behavior
based on an older adult’s specific preferences.

Toward this goal, we developed a system to allow programming
a social robot’s behavior using no code. The behavior is specified
through natural language on an online spreadsheet (Google Sheets),
allowing end-users to write the robot “programs” using a familiar
interface. An interpreter running on the Robot Operating System
(ROS) robot executes the instructions from the Google Sheets so that
the user can make changes in real-time and see them immediately
reflected on the robot.We leverage the recent rise of Large Language
Models (LLMs), particularly the GPT family [23], to allow users to
specify complex functionality in natural language.

2 RELATEDWORK
2.1 Social Robots For Conversation
Many AI applications prominently use natural language-based in-
terfaces, including mobile phones, websites, and virtual assistants
such as Amazon Alexa and Microsoft Cortana [25]. More directly
related to our context of social robots for older adults, Telenoid
was designed to promote conversation with older adults living with
dementia [22]. Other work has used social robots to conduct short
autonomous conversations with older adults to help them reflect
on what brings feelings of joy and meaning in life [12].

A major limitation in studies involving social robots is their
inability to keep up with conversational topics [22]. Another study,
which explored the benefits of social robots for older adults and
dementia patients, suggested the need for more robust models
capable of facilitating two-way conversations and handling the
extreme emotions of this demographic [14].

2.2 No-Code End-User Robot Programming
Methodologies such as visual programming, augmented and mixed
reality, demonstrations using kinetic teaching, speech-based pro-
gramming, and tangible programming have been explored in in-
dustrial robotics [1]. However, there is still a need to make social
robot programming accessible, given its growing popularity.

Visual programming has been successfully developed for social
robots. One such study used Nao robots to interact with users based
on gestures, where the reactions to specific gestures were specified
using if-then-else blocks [8]. This methodology is still complex for
non-programmers to understand as it uses the concept of condi-
tional statements. To explore the use of natural language to program

Figure 2: Flow diagram to show the relationship between
components in the Engine. Arrows indicate one-way interac-
tion between the components in the direction of the arrow.

robots, a web-based tool called English2NAOwas introduced, where
users use simple English and include a dual representation (textual
and formal) of the programming scenario [6]. However, this study
was done without a robot, and users struggled to understand the
program flow.

2.3 Large Language Models
Large Language Models such as OpenAI’s GPT-3 Application Pro-
gramming Interface (API) and GPT-4 API, along with the ChatGPT
web interface, have quickly revolutionized Natural Language Un-
derstanding and Generation across innumerable application areas
[23]. In HRI, researchers have started to leverage these models’
capabilities to mimic human-like conversational experiences with
robots [24] such as NAO, Pepper, and Furhat [3, 7]. GPT-3.5’s in-
tegration into Pepper showed promising applications in assisting
individuals with Autism Spectrum Disorder[2]. With Furhat, GPT-
3.5 helped generate smooth dialogue and emoticons. The emoticons
were created based on sentiment analysis and then translating them
into robot expressions [7].

Researchers have thoroughly evaluated prompt-based dialogue
generation in large language models of different sizes and across
many applications — education, business, creative writing, and pro-
gramming [20]. The findings indicate that prompt-based generation
effectively creates dialogue systems, especially in larger capacity
language models [17]. LLMs’ ability to convert natural language
into code is predicted to revolutionize programming environments
[9], including lowering the entry barrier for individuals with min-
imal programming expertise by, for example, enabling low-code
tools such as visual programming.

3 METHODS & USER STUDY
3.1 Robot and The Engine
3.1.1 The Robot. Our framework is general enough to work on
many social robots, but for this study, we use LuxAI’s QTrobot
(Luxembourg) [16], a tabletop humanoid robot that can move its
arms and head (Fig 3A). It has a display for facial expressions, an
internal microphone array, and speakers for recording and playing
audio. At the time of the engine’s development, versions of the
robot lacked real-time chat communication features, such as GPT.

3.1.2 The Engine: The programming platform (which we call the
“Engine”) consists of two parts: a Google Sheets Interface in which
users write their programs and a backend that executes them on
the robot (Fig 2).
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Figure 3: (A) Robot setup, including the external mic and
control panel. (B) Screen capture of the Program tab.

Google Sheets Interface We used Google Sheets as a conve-
nient and familiar interface for end-users to enter their “programs.”
Our backend running on the robot sees changes to the Google
Sheets in real time; it consists of 5 specific tabs:

Bio in which the user writes a free-form, natural-language “biog-
raphy” of the robot: its name, origin story, persona, etc. The
participant edits this tab based on their creativity to give the
robot its own story.

Program in which the conversation is designed using a flow chart-like
visualization. The conversation is made of multiple blocks,
and each block is a basic functionality that the robot does
(say something, listen, etc.). The blocks are created in the
Blocks tab and then selected in the flow chart to specify the
conversation flow (Fig 3 B).

Blocks specify natural language instructions to the robot, and cor-
responding facial expressions and gestures. An instruction
could be something like, “Ask the user a quiz question about
animals, addressing the user by their name,” or “If the user
correctly answered the quiz question, then congratulate
them; otherwise, give a supportive reply with the correct
answer.” This tab contains some predefined basic blocks that
the users could use, shown in Fig 1.

Faces contains a list of facial expressions that the robot can do.
Users can refer to this sheet to see the list of pre-programmed
expressions. The robot allows users to create custom facial
expressions, but in this study, we limited users to the pre-
programmed ones.

Gestures is similar to the Faces tab, but contains the list of gestures
(arm and head movements) that the robot can do.

The Backend: We used OpenAI’s Whisper API [18] for tran-
scribing audio, and OpenAI’s GPT 3.5 text-davinci-003 model for
generating dialogue through prompts. Prompts are created auto-
matically by pulling information from the robot biography, the
conversation history, and user-written instructions for the cur-
rently executing block. The user’s instructions are written in a
natural language format similar to communicating with ChatGPT.

This process leverages the “knowledge” of the language model
(trained by OpenAI on a large corpus of text) to generate contex-
tually relevant text based on text input [5]. For speaking, we use
the robot’s built-in text-to-speech capability. While the robot has a
built-in microphone array, it is located on the top of the robot and
thus is sensitive to environmental noise; we used an external USB
microphone instead. We also added an external control panel (using
an Elgato Stream Deck MK.2 (Munich, Germany) to allow the user
to change the robot’s volume and exit the system. Instead of solving
the (difficult) problem of detecting when the user is speaking and

when they are done speaking, users pressed and held a push-to-talk
button on the Stream Deck.

3.2 User Study Procedures
In this study, we assessed the usability of the Engine’s Google
Sheet Interface. We evaluated the participants’ ability to use and
comprehend our no-code programming tool for enabling the robot
to engage in simple conversations; we invited them to meet the
robot in person, providing them with hands-on experience.

We first presented the Engine through a step-by-step instruction
manual, followed by a 20-minute demonstration. We then asked
the participants to create an activity for an imaginary older adult
that included the robot introducing itself and asking at least two
questions.

After the participants programmed the engine, researchers helped
them run the program on the robot and refine their program until
they were satisfied.

We also asked them to complete a Qualtrics-based survey to
record their impressions on the task usability and load of the in-
terface on a Likert scale of 1 to 5, with 1 being strongly disagree
and 5 being strongly agree. To assess task usability, we employed
the System Usability Scale [4, 21], with the following items (* in-
dicates reverse-scoring): 1. I think that I would like to do this task
frequently. 2. I found the programming task unnecessarily complex
(*). 3. I thought the programming task was easy to perform. 4. I think
that I would need the support of a technical person to be able to per-
form the programming task (*). 5. I would imagine that most people
would learn to do this programming task very quickly. 6. I felt very
confident doing the programming task. 7. I needed to learn a lot of
things before I could get going with the programming task (*). 8. I
found the programming task very challenging to perform (*).

To assess task load, we employed a modified version of the NASA
Task Load Index [2, 10, 21], with the following items: 1. How men-
tally demanding was the task? 2. How hurried or rushed was the pace
of the task? 3. How successful were you in accomplishing what you
were asked to do? (*) 4. How hard did you have to work to accomplish
your level of performance? 5. How insecure, discouraged, irritated,
stressed and annoyed were you during the task?

The survey also collected demographic information about the
participant’s experience with coding and programming and their
age. We interviewed the participants to better understand their
experience with the tool and explored their preferences and dislikes.

Throughout the experiment, a researcher was present in the
room, and the experiment was also recorded via Zoom and a voice
recording device for a more thorough analysis of the participants’
interaction and experience using the Engine. The experiment took
1 hour, and participants were each compensated with a US$30 gift
card. We analyzed our data quantitatively and qualitatively. The
quantitative task usability and task load results were statistically
analyzed using Minitab (State College, USA). The qualitative in-
terview results were transcribed and analyzed as we grouped the
findings.

3.3 Participants
As the robot was designed for interaction with older adults, we
sought individuals with connections to adults older than 65 years.
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We recruited 5 participants between the ages of 21 and 43 through
word of mouth (3 female, 2 male). Two participants had attended
coding classes, but none had experience programming a robot.

4 FINDINGS
4.1 Quantitative Findings
First, we assessed the internal consistency of questions for task
usability and task load separately, and both exhibited a high level
of internal consistency (Cronbach’s alpha= 0.884 and 0.807, respec-
tively). Subsequently, our task usability score above the midpoint
(mean = 3.65, SD = 0.55) suggests that our interface is usable, and
our task load below the midpoint (mean = 2.48, SD = 0.36) suggests
that our interface has a low mental load.

4.2 Qualitative Findings
Overall, all participants felt that the interface was easy to use. Two
participants mentioned that the experience was fun. They liked the
“visual element of it(P2 (21/M),” and appreciated the immediate feed-
back of “being able to put in your blocks and get immediate feedback
right away without taking too long (P4 (29/M),” consistent with the
high task usability score and low task score. Although some partic-
ipants encountered challenges during their initial attempts, such as
errors in prompt writing or block selection, most participants were
satisfied with second iteration programs.

4.3 Navigating The Google Sheets Interface
Participants did not seem to experience difficulty toggling between
the Bio, Program, and Blocks tabs of Google Sheets. Most participants
did not spend much time on Gestures and Faces. P4 (29/M) said, “No
time to experiment with gestures and faces since the focus was trying
to get the [instructions] right for the task.” P2 (21/M) felt that the
currently available gestures did not make sense: “you wouldn’t be
asking a question and then like, start crying or something or look
disgusted?” Similarly, P5 (29/F) forgot to insert ‘Listen’ blocks into
her program and wondered if there is a way to shift blocks by one
instead of having to redo the selection of the blocks.

4.4 Interaction With The Robot
Some participants did not fully understand the capabilities of the
framework. For example, P1 (43/F) did not know about the repeat
function and, therefore, did not incorporate it into the program.
Consequently, when she requested the robot to “Can you say that
again?” during testing, the robot failed to repeat and proceededwith
its pre-programmed script. Most participants did not ask the robot
questions when conversing with the robot because they thought the
robot was limited by “not being able to ask questions back.” They did
not realize that the robot could respond to questions by instructing
it to answer questions in the Google Sheets.

4.5 Writing Instructions In Natural Language
Overall, writing instructions for the blocks was a challenge. P5
(29/F) highlighted the challenge with using GPT, stating, “This is
the challenge with GPT in the first place, like providing enough infor-
mation, but not too much, like you are guiding the exact answer you
are getting.” P3 (22/F) also expressed uncertainty about instruction

writing styles. She thought that if she wrote “ask about the day” as
an instruction, the robot would respond with “ask about the day”
rather than engaging the user in a conversation (e.g., “How is your
day?” ). Similarly, P2 (21/M) was uncertain about using first-person
or second-person tenses in the instructions. Several participants
also suggested providing more creative instruction examples.

4.6 Unexpected Surprises
Some participants were surprised by the outcomes compared to
their expectations. P2 (21/M) did not expect his program to be capa-
ble of having a conversation: “Obviously like this is super dependent
on what you give it, but even the fact that it can have those conversa-
tions is pretty cool.” P4 (29/M) initially thought the task was going to
be uninteresting but afterward felt that the interface let him focus
on being creative:“I didn’t think it would be as fun and interesting,
due to the perception of coding and it was an excel file. It seemed too
organized and lame. But once you get into the system, the system is
very easy to use. Like thinking about the possibilities you can create
with the conversations, made it fun.”

5 DISCUSSION
Robot programming has primarily been inaccessible to non-experts
without programming experience. Here, we developed an interface
that enables non-expert individuals with connections to older adults
to easily create the logical flow of programming a social robot for
older adults, allowing them to focus on using natural language to
script the robot’s responses. The results of our proof-of-concept
study show that individuals without a background in robot pro-
gramming could successfully create a basic program involving an
introduction and two questions with minimal guidance. Our high
level of agreement on system usability and low task load findings
imply that participants found the user interface easy to use.

The primary challenge faced by users was writing the instruc-
tions in natural language, which may be unfamiliar to prospective
users. Offering a variety of creative examples for instructions can
showcase the versatility of designing instructions in natural lan-
guage. Additionally, users presumed that the framework had more
advanced functionality, such as automatically handling a user’s
request for the robot to repeat itself. To address this, we could con-
sider implementing additional backend functionality to detect and
handle requests for repetition automatically.

A limitation of our programming interface is that it is not Turing-
complete: it is not as powerful as a general programming language
such as Python. For example, participants in this study were limited
to programswith amaximum of 12 blocks and could not incorporate
loops. Amore dynamic version withmultiple-state machines is used
for complex activities in the lab, but this proposed framework allows
users to begin with a simple interface for shorter interactions.

Other future work includes implementing participants’ sugges-
tions, conducting an iterative study to enhance the user experience,
and assessing users’ ability to create specific robot programs for
interacting with older adults.
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