Viewer Experience of Obscuring Scene Elements in Photos to Enhance Privacy

Rakibul Hasan¹, Eman Hassan¹, Yifang Li², Kelly Caine², David J. Crandall¹, Roberto Hoyle³, Apu Kapadia¹

¹ Indiana University, Bloomington, IN, USA, {rakhasan, emhassan, djcran, kapadia}@indiana.edu
² Clemson University, Clemson, SC, USA, {yifang2, caine}@clemson.edu
³ Oberlin College, Oberlin, OH, USA, hoyle@oberlin.edu

ABSTRACT
With the rise of digital photography and social networking, people are sharing personal photos online at an unprecedented rate. In addition to their main subject matter, photographs often capture various incidental information that could harm people’s privacy. While blurring and other image filters may help obscure private content, they also often affect the utility and aesthetics of the photos, which is important since images shared in social media are mainly for human consumption. Existing studies of privacy-enhancing image filters either primarily focus on obscuring faces, or do not systematically study how filters affect image utility. To understand the trade-offs when obscuring various sensitive aspects of images, we study eleven filters applied to obfuscate twenty different objects and attributes, and evaluate how effectively they protect privacy and preserve image quality for human viewers.
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INTRODUCTION
Sharing images has become popular on social media sites and applications such as Flickr, Instagram, Snapchat, Facebook, and WhatsApp — by one estimate, more than 1.8 billion photos are posted to popular social media systems each day.¹ Many of these images are shared despite the presence of private elements within the photo (e.g., an embarrassing facial expression or sensitive information visible on a computer screen), while other images may not be shared because of sensitive content that people prefer to keep hidden [30]. We seek to help people improve sharing decisions through image transforms that address privacy at an element level, rather than forcing people to take an all-or-nothing image level approach in sharing or withholding images online.

Transforming elements within an image present a trade-off between privacy and utility; these transformations need to be aggressive enough to remove or obscure private information, but not so aggressive that they destroy the value of sharing the image. For example, transformations such as blurring and pixelation can be used to redact portions of an image [5, 7, 14, 25, 30, 38]. However, much of this work does not consider the potential negative impact on image aesthetics or utility, and much of it focuses on obfuscating faces or bodies, not on various other scene elements that may also raise privacy concerns (e.g., monitors and financial documents). While some work considers how these transformations affect the user experience [13, 30] or studies particular transformations of objects [15], we believe a systematic study is needed on how well various transformations balance concealing private content with preserving image value for a human viewer.

Of course, what is considered private is highly individual and context-dependent, and further motivates why it is important to understand how various transforms obscure or reveal various elements. For example, in some cases, one may want to conceal the identity of a person in a photo but preserve some of their properties such as facial expression, gender, and skin color (e.g., documenting an angry protest while providing participants with anonymity). In other situations, one may want a filter that reveals the identity but conceals other properties (e.g., to obscure an embarrassing facial expression).

In this work we examine how obfuscating ‘objects’ affects various ‘attributes’ of those objects that a viewer can perceive. We present the findings of an experimental study conducted on Amazon Mechanical Turk² (N=570) on the effects of five different transforms (masking, blurring, pixelation, edge detection, and silhouetting) on both privacy and user experience (including visual aesthetics and satisfaction) for scenarios that previous studies have identified as important for privacy [1, 2, 9, 14, 18, 26, 46]. We find that it is possible to protect selected regions within an image while preserving utility and aesthetics. We also find that different filters work better at protecting different attributes within images, and provide quantitative information to guide future applications.

¹https://www.dailydot.com/debug/mary-meeker-photo-report/
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RELATED WORK

Various approaches for protecting privacy in images by access control and information-content restriction have been proposed (Li et al. provide a review of such work [30]). PuP-PleS and P3 [16, 40] allow users to encrypt parts of images that contain sensitive information before sharing via social networking sites or storing in the cloud. POP [50] blurs, masks, and encrypts sensitive image regions before uploading to cloud servers, and allows users to search images in a privacy-preserving manner. These approaches focus on encryption techniques to cryptographically ‘lock’ sensitive regions of images and ‘unlock’ them for authorized users, but do not address the user experience of unauthorized users — e.g., what the transformed images look like aesthetically or what other information they reveal.

In many cases, images are meant for public consumption, and sensitive parts need to be redacted for privacy concerns with no intended authorized viewers of the redacted parts. For example, YouTube provides a feature that blurs faces in videos [6], while Google Street View obscures faces and license plates to avoid identity leakage [12]. In the context of remote collaboration via live video feed, Boyle et al. [7] studied how blurring and pixelating affect privacy and awareness, and Hudson et al. proposed techniques such as representing people’s movement using dark pixels overlaid on a static image to reduce privacy risks while keeping information required for the collaboration [20]. Other work studies different forms of face de-identification [5, 14, 25, 38] for privacy protection. Our work fits within this general class of solutions that seeks to redact parts of images for wider consumption; these systems, however, focus primarily on faces and bodies, whereas we consider a host of other scenarios and objects. Furthermore, we aim to study which attributes are selectively revealed or hidden by different transforms. As mentioned earlier, in some cases, one may want to reveal the identity of a person, but not their facial expressions, whereas in other cases one may want to hide the identity but reveal other characteristics (e.g., gender and race [22, 45]).

Other work has considered threat models in which computer vision may be employed to attack privacy through techniques such as face detection [31], recognition [48], “hallucination” [21], completion [27], and attribute manipulation [44]. These computer vision advances introduce extra challenges for privacy protection techniques like obfuscations. The work of Brkic et al. [8] has shown that some obfuscation techniques can be defeated by neural network-based attacks. Hill et al. [17] built a Hidden Markov Model based system that can recover text from blurred and pixelated documents. McPherson et al. [36] used deep learning algorithms to correctly identify faces and recognize objects and handwritten digits even after they were blurred, pixelated, or encrypted with P3 [40]. Meanwhile, automated object detection and recognition [33, 41] and visual question answering [3, 34, 35] techniques can detect and recognize objects with a high degree of accuracy and answer questions about objects’ attributes, such as “what is written on this street sign?” or “what is the breed of this dog?” [3]. Our work addresses the related problem of what the transforms reveal to humans, and whether certain attributes can be meaningfully conveyed to humans despite the transformations. When computer vision-based adversaries are considered, our work still provides insight into what is revealed (or not) to humans when protections against computer vision algorithms are applied. In the end, these images must retain some utility for human viewers, while simultaneously addressing privacy concerns from the perspective of human viewers.

We believe more research is needed to study image obfuscation in social media, where humans are the primary consumers, and this warrants a human-centric evaluation. Gross et al. [13] demonstrated that for human faces, blurring and pixelating often either do not obscure enough details to provide adequate privacy, or obscure so much that they destroy the utility of the video. To understand these trade-offs, Li et al. [30] studied a set of obfuscations (blurring, pixelating, masking, avatar, in-painting, etc.) on both human faces and bodies, and evaluated person-identification accuracy and participants’ perceptions towards obfuscated images. Our work extends theirs by studying a wider array of scene characteristics that may be considered sensitive, such as personal belongings, affiliations, computer monitor contents, and other private information [19, 49]. Directly related to our focus, Hassan et al. [15] study ‘cartooning’ transforms on images in order to conceal sensitive scene elements but still convey certain characteristics. Our work fills a gap by studying the effects of various transforms on different scene elements to understand the relative trade-offs in various application scenarios.

EXPERIMENT

We conducted an experiment to study the effectiveness of several image obfuscation methods (see Table 1) designed to conceal objects and different properties of them, as well as how well these obfuscation methods retain image utility. We included twenty different scenarios in which we varied objects and their properties, as described in Table 2. Each of these scenarios had one of twelve different conditions, each using a different method and/or degree of obfuscation. Participants were randomly assigned to one of the twelve filter conditions (between subjects). Each participant was then presented with all 20 scenarios in random order (within subjects).

Measurements

In the experiment we asked five questions for each scenario:

**What is the object (or property of the object) depicted in the image?** This question varied slightly based on the scenario; in Table 2 we summarize the specific questions we used. Participants were asked to select from multiple-choice options consisting of the most common answers given in the pilot study, which had a free-form text box. Answers were marked either correct or incorrect. A green bounding box was overlaid surrounding the objects of interest to ease locating them only for this question, and later removed for subsequent questions (as described below) for the same scenario.

**How confident do you feel that you correctly answered the previous question?** This question used a 7-point Likert scale.

3We did not include actual photos that were used in the survey in Table 1 due to copyright issues. To obtain the photos please contact one of the authors.
Table 1: Results of applying different filters to obscure food.

For the next three questions, we asked the participants whether they agreed or disagreed with the following statements.

**The photo provides sufficient information.** This item (also on a 7-point Likert scale) is adapted from the ‘information quality scale’ [43], which measures “the satisfaction of users who directly interact with the computer for a specific application” [11]. We adapted “Does the photo provide sufficient information,” which loads onto the “content” factor and was strongly correlated with questions “is the system successful?” and “are you satisfied with the system?”

**The photo is satisfying.** We adapted this item from the validated ‘image appeal scale’ [10], which is the extent to which images are perceived as “appropriate and aligned to user expectations, satisfying, or interesting... and goes beyond aesthetics or the attractiveness.” Specifically, this selected item measures the participants’ overall ‘satisfaction’ with the image after the alterations, as also measured by Li et al. [30] when obscuring faces and bodies. A 7-point Likert was used.

**This photo looks visually appealing.** To frame this item, we asked participants to “Imagine a friend of yours shares this photo on a social networking site, such as Facebook,” and was also measured on a 7-point Likert scale.

**Scene selection**

Our scenarios are representative of the objects and properties about which privacy concerns were expressed in prior studies [1, 2, 9, 14, 18, 26, 46]. Through these scenarios we capture peoples’ concerns related to privacy of information (e.g., leaking text from financial documents or computer screens), impression management based on appearance (e.g., facial expression, hair style), activities (e.g., using social media during work hours), and living conditions (e.g., messy room, eating habits).

**Obfuscation Methods**

Along with the as is (unaltered) condition as a control, we used five primary types of obfuscations: **Blurring**, **Pixelating**, **Edge** (i.e., line drawing), **Masking**, and **Silhouette**. This selection was informed by prior studies according to the appropriateness for the research questions we seek to answer. Earlier studies on blurring and pixelating were limited primarily to facial identity protection [28, 29], and found that these filters are well accepted by users but not effective when applied at a level that preserves photo utility [13, 39]. We thus wanted to determine their effectiveness to conceal other objects and properties. **Masking** has been found to be effective to protect identity but hides masked photo content completely [30]; we study its effect when applied on objects that are small or not the main subject matter of the photo. **Silhouette** is interesting because it preserves shape, which we hypothesized may be useful to retain an object’s identity but remove finer details that might contain private information. On the other hand, edge preserves shape and some internal details and may be useful in cases where finer control is required.

While the **masking** and **silhouette** filters are binary, either completely obscuring the original object or not, the other three have continuous-valued filter parameters. Applying blur and pixelating filters with low parameter values generates output images that are similar to the originals, while increasing
values cause the filtered image regions to be more aggressively obscured. The edge filter parameter controls a threshold on edge strength, with higher values removing all but the strongest lines while lower values retain more detail.

These leveled filters might be effective in obscuring different types of information at different parameter values. For example, blurring with an aggressive filter value may be able to completely obscure an object such as a computer monitor, whereas blurring with a milder value might only obscure details (e.g., text on a monitor screen) but not the object itself. To study these effects, we included the masking, silhouette, and blur filters with ‘high,’ ‘medium,’ and ‘low’ levels of aggressiveness in our experiment. These values were determined through a smaller user study (more details are provided in the supplementary materials) in which we developed a tool and showed different images at different levels to participants. For each respondent, the filter levels were decreased until he or she was able to determine the identity of the object, and in turn (for the next level) detect lower-level features in the image. The levels across all participants and images were averaged. The ‘high’ level was chosen as the average level for high-level details plus one standard deviation, and likewise ‘low’ was equal to the average for low-level details plus one standard deviation. The ‘medium’ level was chosen as the average for high-level details. These three filters with three levels each, along with the masking, silhouette, and as-is (no filtering), make up the twelve obfuscation methods in our study, and are summarized in Table 1.

### Collecting Images

For each scenario we used different image sets, so that any image for one scenario would not reveal answers about any other scenario. Each set consisted of ten images collected from the internet. Using more than one image for each scenario allows us to incorporate some controlled variability and draw more useful conclusions from the study than for a single image. At the same time, we were careful to select images that had consistent image properties, such as brightness and object size, in each scenario. In particular, we tried to follow the following guidelines as closely as possible:

1. The quality, illumination, and size should be as consistent as possible across all images.

2. For any particular scenario, all five images should have a similar number of people and/or other objects with similar distribution and orientation.

3. For any particular scenario, the object of interest (e.g. face) should be of comparable size across all five images.

4. The object of interest should not be the focus of the image; e.g., when monitors are the object of interest, the monitor should not be in the center or ‘too large’ compared to other objects in the image. We are interested in cases where information is leaked through objects that are not the main subject matter and may go unnoticed.

5. It should not be possible to easily identify the object or property of interest from scene context, such as other objects or properties (e.g., computer monitors next to adjacent keyboards, type of indoor place like library from collection of bookshelves, food from the logo of the restaurant or other food in the vicinity, and so on).

From these images, we further sub-sampled the five images for each scenario which were most consistent with the guidelines. Finally, we scaled the images to be consistently sized. Our

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity</td>
<td>What is the person inside the green rectangle doing?</td>
</tr>
<tr>
<td>Age</td>
<td>What is the age of the person inside the green rectangle?</td>
</tr>
<tr>
<td>Document class</td>
<td>What is the object inside the green rectangle?</td>
</tr>
<tr>
<td>Document text</td>
<td>What is the text inside the green rectangle?</td>
</tr>
<tr>
<td>Document type</td>
<td>What type of document (e.g. notebook, paper) is inside the green rectangle?</td>
</tr>
<tr>
<td>Dress</td>
<td>What type of clothing is the person inside the green rectangle wearing?</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>What is the ethnicity of the person inside the green rectangle?</td>
</tr>
<tr>
<td>Expression</td>
<td>What is the facial expression of the person inside the green rectangle?</td>
</tr>
<tr>
<td>Food</td>
<td>What type of food is inside the green rectangle?</td>
</tr>
<tr>
<td>Gender</td>
<td>What is the gender of the person inside the green rectangle?</td>
</tr>
<tr>
<td>Hair</td>
<td>How long is the hair of the person inside the green rectangle?</td>
</tr>
<tr>
<td>Indoor</td>
<td>Was the following photo taken indoor or outside?</td>
</tr>
<tr>
<td>Indoor specific</td>
<td>What type of indoor place (e.g., library, concert hall) is shown in the following photo?</td>
</tr>
<tr>
<td>Laundry</td>
<td>What is the object inside the green rectangle?</td>
</tr>
<tr>
<td>Messy room</td>
<td>How well organized or messy is the place shown in the photo?</td>
</tr>
<tr>
<td>Monitor app</td>
<td>What application is displayed on the computer monitor inside the green rectangle?</td>
</tr>
<tr>
<td>Monitor class</td>
<td>What is the object inside the green rectangle?</td>
</tr>
<tr>
<td>Monitor text</td>
<td>What is the text inside the green rectangle?</td>
</tr>
<tr>
<td>Outdoor</td>
<td>Was the following photo taken indoors or outside?</td>
</tr>
<tr>
<td>Outdoor specific</td>
<td>What type of outdoor place (e.g., field, street) is shown in the following photo?</td>
</tr>
</tbody>
</table>

Table 2: Scenarios and the recognition questions used in the survey.
The experiment was implemented in Qualtrics and is included as supplementary material.

Ethical Considerations
The study was approved by the Institutional Review Board at Indiana University.

Recruitment, Compensation, and Validation
The study was advertised on Amazon Mechanical Turk as an “Image Transformation Study.” Participants were required to live and have resided in the United States for at least five years, in order to reduce cultural variability [24]. To ensure higher data quality [37], we restricted to MTurk workers with high reputation (above 95% approval rating on at least 1000 completed HITs). They were also required to be at least 18 years of age; studying photo obfuscation preferences and experiences of teenagers could be an interesting direction for future work. The average time to complete the survey was around 20 minutes, and respondents were compensated US$2.50 upon completion of the study. We paid all 725 respondents who completed the study, but eliminated participants from our sample if they failed any of the three attention-check questions, leaving 570 participants in our final sample.

Pilot Study
We first performed a pilot study with N=45 respondents, also administered via Amazon Mechanical Turk, but respondents were compensated $3.00. Data from this pilot study was used to estimate the sample size required to produce statistically significant findings through a power analysis. Moreover, the top five free-form text responses for the recognition questions were used as the multiple-choice options (instead of a text field) in the final study. We acknowledge the concern that providing a fixed number of choices can make picking the correct option easier than answering correctly in free-form text. In the pilot, however, we found that participants were already using contextual information present in the photos and for any particular question the number of different replies were less than ten. Furthermore, our experimental setup provides insights through the relative changes observed across conditions. For each scenario, we used the most common response in the as is condition during the pilot study as the correct answer in the final study. The pilot also helped us to test for unforeseen variability within our images which might lead users to misidentify the objects of interest, but did not find any.

FINDBINGS
Demographic Information
Among the 570 participants, 324 (56.8%) described themselves as male, and 172 (30.1%) were non-white. 197 (34.6%) were aged between 18–29 years, 303 (53.2%) between 30–49 years, 63 (11.1%) between 50–64 years, and 7 (1.2%) above 65 years. The highest level of education attained was high school for 203 (35.6%) participants, undergraduate degree for 306 (53.7%), Masters for 49 (8.68%), and Ph.D. or professional degree for 12 (2.08%). All participants reported using at least one social media service, and 293 (51.4%) reported sharing images using social media at least “a few times” a week.

Recognition Accuracy
In order to characterize how well filters obscure potentially private information we look at two metrics. First, we measured “accuracy” as the participants’ ability to recognize objects and properties in transformed images by simply computing the fraction of correct responses. We analyzed the responses using Fisher’s exact test, where we compared the accuracy of each filter with the accuracy of the as is condition, and present the results (recognition rate, p-value, and effect size) in Table 3. We applied the Bonferroni correction for these tests (i.e., for each row (filter) of the table, we corrected for 11 hypothesis tests against the baseline filter). Next, we also looked at the effect size to measuring the effectiveness of the filter over the as-is baseline. For Fisher’s exact test, the effect size is the ratio of the odds of being correct in a treatment condition (i.e., filter) to the odds of being correct in the control condition (i.e., as is), so lower effect sizes correspond to lower odds of being correct when a filter is applied. In our case, this helps us determine how effectively the filter prevents recognition. We designate filters as effective when the recognition accuracy is less than 50% and the effect size is less than 0.05, and somewhat effective when accuracy is less than 50% and effect size less than 0.1. For example, with 50% and 95.2% recognition accuracies for filtered and unfiltered conditions respectively, the odds ratio is 0.05, indicating that effective filters drastically lower the odds of recognition success.

In general, we observed that blurring, pixelating, and edge filters at low and medium levels are effective in protecting...
specific or minor details, such as text, but fail to obscure general properties such as whether an object is a document or monitor. These filters are almost always ineffective even in the strongest levels for scenarios that require obscuring the entire image. In contrast, masking is effective at obscuring objects (as well as almost all other scenarios) and silhouette is mostly effective for objects and attributes that cannot be recognized from shape (e.g., ethnicity). Below we describe the findings for each filter in more detail.

**Blurring**

We found that blurring at a low level is only effective in obscuring activity, gender, document type, document text, and monitor text (Table 3). In addition, mid-level blurring can prevent recognition of monitor application and specific indoor environment. On the other hand, a high level of blurring is effective in all scenarios except expression, monitor class, general outdoor environment, and messy room, and for ethnicity, specific outdoor environment, and food, it is only somewhat effective. In summary, blurring is not effective at protecting properties related to Environment, food, and laundry (especially at low and medium levels), but effective for other scenarios at high and medium levels.

**Pixelating**

High and medium levels of pixelating perform similarly to corresponding levels of blurring across all scenarios except for human attributes (e.g., facial expression, dress) where pixelating seems better than blurring (Table 3). On the other hand, a low level of pixelating is only effective for activity, document text, and monitor text, and performs worse than a low level of blurring in other cases. But a low level of pixelating preserves more information and generates more visually appealing photos compared to blurring (and other filters) as discussed in the section on Photo Utility, and so might be more desirable than other filters when effective.

**Edge**

Similar to blurring and pixelating, the edge filter becomes more effective as the filter parameter becomes more aggressive. However, unlike the other two, a high level edge filter is at least somewhat effective for all the scenarios related to document and computer monitor (Table 3). Edge is also effective at obscuring food at both high and medium levels, and effective for laundry even at a low level. In short, edge seems to be more effective than blur and pixelate when the object to be obfuscated has irregular shape and/or internal texture that produces noise-like curves when the filter is applied.

**Silhouette and Masking**

Silhouette and masking filters are similar in the sense that they completely remove or replace the filtered region. But since silhouette preserves shape information, we expected it to be effective for objects and properties that cannot be recognized by boundaries. We found silhouette effective for all scenarios except hair, monitor class, and food (Table 3), which we expected, but also for age, which was surprising because high levels of blurring and pixelating are effective in this case. We believe this is because a person’s body shape and posture can be strong cues for age, and silhouette reveals information about these. Another interesting finding is that masking fails to protect facial expression despite being effective in all other cases. This is because our definition of effectiveness required an effect size (ratio of recognition accuracies in filtered to unfiltered conditions) less than 0.05, but the accuracy on the as-is condition was already so low that masking did not create enough additional confusion to be considered effective. Note that we did not test environmental and text related scenarios with silhouette because it is not clear how this transform would be applied in these cases different from masking.

**Recognition Confidence**

In general, the mean confidence value for the as is condition was the highest for all scenarios as expected.5 Next we analyzed participants’ confidence levels separately for correct and incorrect answers. For incorrect identification, there were no significant differences in confidence levels for any filter across any scenario. When identified correctly, generally the mean confidence levels were higher than when identified incorrectly. Moreover, we found that confidence levels vary significantly for different filters for most of the scenarios, but interestingly, for difficult and/or confusing scenarios (such as document text, expression, and hair), we did not find any significant difference in confidence for any filter. This indicates the inherent ambiguity involved in identifying these properties of images and participants were not very confident about their (correct) identification.

**Photo Utility**

We next analyzed how well filters preserved the perceived utility of images, using the three questions from the survey on whether an image “provides sufficient information,” “is satisfying,” and “looks visually appealing.”

**Information Sufficiency**

Viewers’ perceptions of information sufficiency in an image is affected by obfuscation [30]. By performing an overall Kruskal-Wallis test for all conditions in each scenario, we found significant variations, but the actual H-statistic values differ for different scenarios, and for any particular scenario not all obfuscation methods have a significant effect on information sufficiency, as shown in Table 4. The least effective filters in terms of recognition accuracy also have the least damaging effect on information sufficiency. Conversely, filtered images that obscure sensitive information also tend to lack sufficient information even at low levels (such as edge for activity and text). Unsurprisingly, the highest level of these filters and masking significantly destroy information content in most of the scenarios. We examine the relationship between information sufficiency and recognition accuracy in more depth in the next section.

To allow us to draw more general conclusions, we categorized the scenarios into five groups: Human (activity, age, dress, expression, ethnicity, gender, hair), Monitor (monitor class, monitor application, monitor text), Document (document class, document type, document text), Environment (indoor, outdoor

5For specific indoor environment, monitor text, and specific outdoor environment, the highest values were for masking, pixelate-medium, and pixelate-low respectively, although the differences with the as is condition were not statistically significant.
specific, outdoor, outdoor specific, messy room), and Other (laundry, food). Figure 1 presents mean responses for the information sufficiency question (in terms of the 7-point Likert scale) for each filter and scenario group. We noticed that for scenarios where only small portions of images are obfuscated, all filters have comparable mean values (Figure 1). For Human properties, pixel-low has the highest mean value among all filters, followed by blur-low. For Document, all levels of blur and pixel (except pixel-low) along with masking have lower values than the average value of the scale (3.5), while silhouette and edge-low have values close to 3 as is. This is probably due to the fact that documents have rigid shapes which are better preserved by silhouette and edge filters compared to others. For monitor attributes, pixel-low and silhouette retain more information compared to others, while for environment scenarios where we obfuscate the whole image, we observe large differences in mean values of pixel-low and edge-low compared with others. In summary, the weakest filters (e.g. pixelate-low) preserve the most information, and information content is inversely proportional to the filter strength, conforming to prior studies [30], and is proportional to the area of the filtered region.

### Photo Satisfaction and Visual Aesthetics

We observe that less aggressive (and thus often less effective) filters such as blur low and pixelate low generate images that are more satisfactory and visually appealing. However, satisfaction and aesthetics also depend on the size of the obfuscated region. For full image obfuscation (such as indoor/outdoor environment) and full human body obfuscation (such as dress and ethnicity), both satisfaction and aesthetics are hampered.

<table>
<thead>
<tr>
<th>Human</th>
<th>Activity</th>
<th>Age</th>
<th>Dress</th>
<th>Ethnicity</th>
<th>Expression</th>
<th>Gender</th>
<th>Hair</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>97% 8%</td>
<td>88%</td>
<td>100%</td>
<td>88%</td>
<td>72%</td>
<td>100%</td>
<td>52%</td>
</tr>
<tr>
<td></td>
<td>(H)</td>
<td>(H)</td>
<td>(H)</td>
<td>(H)</td>
<td>(H)</td>
<td>(H)</td>
<td>(H)</td>
</tr>
<tr>
<td></td>
<td>16% 14%</td>
<td>36%</td>
<td>51%</td>
<td>65%</td>
<td>21%</td>
<td>24%</td>
<td>26%</td>
</tr>
<tr>
<td></td>
<td>(M)</td>
<td>(M)</td>
<td>(M)</td>
<td>(M)</td>
<td>(M)</td>
<td>(M)</td>
<td>(M)</td>
</tr>
<tr>
<td></td>
<td>6% 16%</td>
<td>36%</td>
<td>81%</td>
<td>65%</td>
<td>15%</td>
<td>25%</td>
<td>21%</td>
</tr>
<tr>
<td></td>
<td>(N)</td>
<td>(N)</td>
<td>(N)</td>
<td>(N)</td>
<td>(N)</td>
<td>(N)</td>
<td>(N)</td>
</tr>
<tr>
<td></td>
<td>16% 14%</td>
<td>81%</td>
<td>91%</td>
<td>28%</td>
<td>72%</td>
<td>72%</td>
<td>72%</td>
</tr>
</tbody>
</table>

Table 3: Recognition accuracy for different filters across different scenarios. Recognition accuracies are shown as percentages, while subscripts and colors indicate whether each filter is effective (H), somewhat effective (M), or not effective (N) in preventing recognition, and asterices indicate significance. * is significant at p < .05, ** is significant at p < .001, and *** is significant at p < 0.001, after Bonferroni correction.

![Figure 1: Information sufficiency across scenario groups and filters, in terms of mean values and standard error.](image-url)
Table 4: Privacy and utility trade-offs. For each filter, a green checkmark or red cross indicates whether that filter 1) protects privacy (i.e. recognition accuracy < 50% and odds-ratio < 0.05) (P), 2) provides sufficient information (I), 3) creates a satisfactory image (S), and 4) creates a visually appealing image (V).

Interestingly, while satisfaction and visual appeal are highly correlated (0.66 correlation), information sufficiency is much less correlated with both of these (correlations 0.44 and 0.25), suggesting that reduced information is not necessarily always accompanied by lower satisfaction (as we discuss in the next section). We also observe similar mean values across filters for these two measures both for individual scenarios and grouped scenarios, so we only include the plot of photo satisfaction of grouped scenarios, in Figure 2. Similarly, we study the relationship of recognition accuracy with only visual aesthetics in detail in the next section.

Privacy-Utility Trade-off

Figure 3 visualizes the trade-off between obscuring sensitive information and retaining image utility, using scatter plots of information sufficiency (y-axis) versus recognition accuracy (x-axis) for grouped scenarios. We see a roughly linear, positive correlation between detection accuracy and information sufficiency. This suggests that viewers of an image perceive it to be lacking information when they fail to recognize objects or properties of interest in the image. For groups Human, Document, and Monitor, we see clusters of filters in the left region of the plots. We find that blur-high for Human, and silhouette for all categories except Environment might strike the best balance between privacy and perceived information sufficiency. For Environment, where the whole image is obfuscated, the points form a diagonal line, indicating a clear trade-off between privacy protection and information content of images. In this case, a medium level of blur and pixelate provides a reasonable balance between recognition accuracy and the amount of information retained in obfuscated photos.

Figure 2: Photo satisfaction across scenario groups and filters, in terms of mean values and standard error.
Photo satisfaction and visual aesthetics were closely correlated (0.66 correlation), so we only discuss visual aesthetics. Figure 4 compares recognition accuracy and visual aesthetics. We see that for Environment the filters are distributed diagonally, meaning that there is a clear trade-off between privacy and visual aesthetics. But for other scene categories there are filters that both protect privacy and leave the filtered image visually appealing: such as silhouette for all categories; pixelate-high and blur-medium for Monitor; blur-high, pixelate-high, and surprisingly, masking for Human.

DISCUSSION
We now examine the implications, future work possibilities, and limitations of our study.

Privacy vs. Utility
In general, our findings are in line with earlier work [7, 30]; stronger filters increase perceived privacy and decrease perceived information content, satisfaction, and aesthetics. This is especially true for scenarios with specific answers (e.g., dress and gender) or when the whole photo is filtered. However, when a filtered object is small and/or not an integral part of the scene but nevertheless potentially privacy sensitive (e.g., a document), perceived information content and visual aesthetics remain high. This indicates that enhancing the privacy of images does not always result in a reduced user experience. For example, at one extreme, silhouetting objects provides complete privacy for all object attributes other than the type of object, but results in high scores for visual aesthetics. We also found that weaker filters and levels (such as blur-low) have little effect on obscuring people, monitors, and documents across a range of situations, again confirming prior findings. This demonstrates that all filters are not equivalent, and different solutions may be more appropriate for different user needs and content types.

Effectiveness of Filters Throughout Categories
The effectiveness of obscuring information for the leveled filters is highly correlated with the specificity of the information that the filter is intended to obscure. At their most aggressive levels, these filters can prevent leaking major details (such as the photo environment or gender of a person), but at medium
and low levels are effective only in protecting minor details and specific information (e.g., text or age). On the other hand, since silhouette preserves the shape of object boundaries but redacts everything else, we expect it to fail to protect information leakage only when the information can be inferred from the shape of the boundary (such as food and monitor class). For objects with rigid boundaries, silhouette is as effective as masking, which is the most effective filter we found.

For subjective and difficult scenarios (as indicated by low recognition accuracy in the as-is condition in Table 3) such as facial expression, age, messy room, and hair length, all filters seem to be less effective than scenarios with straightforward answers (such as text). But note that effect size is a relative measure with respect to the as-is condition, so that low baseline accuracy worsens the effect size, meaning applying any filter does not add much confusion.

**Edge Detection Side Effects**
The edge filter behaves differently than the other leveled filters: while blur and pixelate produce an image very similar to the original at their lowest levels, edge always produces a binary “edge map” (as shown in Table 1). At its most aggressive, edge shows only the most prominent lines, and as the parameter is decreased, progressively weaker lines are revealed. Intuitively, the edge map contains more information for lower values of the parameter, but in some cases, detection accuracy actually decreased for lower parameter values (e.g., gender, hair). We speculate that in some scenarios, such as document type and monitor type, applying the edge filter at a high level leaves the obfuscated region with lines that amplify prominent rectangular objects that are distinctive of these objects. Meanwhile, the abundance of distracting edges at lower filter values makes it more difficult to correctly identify objects. In effect, edge applied with a low parameter actually increases noise, and can make it harder to infer information when the filtered regions have too much detail.

**Implications and Practical Applications**
We expect that our work will shed light on how to transform elements within an image to preserve privacy. Our work shows, as one might expect, that there is no ‘one size fits all’ filter for obscuring scene elements. Depending on the application, different objects can be obscured with custom filters, and our work makes the first step at trying to characterize how different filters applied at varying levels affect what is concealed and revealed about objects. These findings may improve user acceptability and privacy protection applications such as transforming real-time video streams [15] by selecting the transformation type in an object-dependent way. Our work also offers insight for mobile applications such as VizWiz [4], which allow people with visual impairments to take photos of their environment and ask questions about it to crowd workers, social media friends, or automated applications. While these applications have tremendous potential to help people with visual impairments, there are also severe privacy risks, since users do not necessarily know what their photos contain. Our findings provide a way to transform images so that only the image elements required to answer a particular question are retained. Finally, photos shared via social media can be privacy sensitive for their owner and/or bystanders, and our findings can be integrated into privacy preserving image sharing frameworks such as PuPPleS [16], and combined with proposed methods to automatically detect sensitive contents in photos [47].

**Human vs. Computer Viewers**
As discussed in the Introduction, this work does not consider computer-vision based attacks. While certain types of transforms can be defeated by computer vision better than humans, other transforms (such as those applied to CAPTCHAs) defeat computer vision algorithms but not humans. Our work considers human viewers of images and our findings can be interpreted in conjunction with research on computer vision-based attacks, based on the application and adversary model, in particular considering whether or not information needs to be revealed to human viewers and the impact of the transforms on human experience. Future work can further study the trade-offs of computer-vision based adversaries.

**Limitations**
We speculate that filters covering only background or foreground elements or of different sizes may exhibit different results. We made attempts to control for this by making sure that the main, centered, foreground object was not the one that was filtered, and that the filtered area was not so big as to occlude most of the image or so small that it was hard to spot. However, we have not systematically studied how the size or location of obscured regions within a photo affects how they are perceived; this is a worthwhile direction for future work.

Another limitation is that we only compare the performance of each filter against an as is baseline, as opposed to other myriad possible comparisons. Due to the number of conditions in our study, we struck a balance between the resources needed and the number of insights that could be drawn with sufficient statistical significance.

Finally, this study was conducted on Amazon Mechanical Turk, whose user demographics are not representative of the general U.S. population and are known to be more privacy conscious [23,42]. Nevertheless, we attempt to measure the information loss through objective measures. Other studies have shown that such crowd platforms are a reasonable choice for studying user experience [32].

**Conclusions**
Our work sheds light on the effects of applying various types of image transforms to scene elements in an image. In particular we studied the relative trade-offs between privacy (revealing and concealing selective attributes of objects) and utility (the visual aesthetics and user satisfaction of the image) of five different image transforms and show that while in some cases a clear privacy vs. utility trade-off is realized, in other scenarios a high degree of privacy can be attained while retaining utility. Our work also contributes significantly to the existing literature by examining these trade-offs for a range of objects and their attributes, whereas previous work had focused largely on obscuring people and faces. We hope our work spurs further
research on studying the relative trade-offs of image transformations for enhanced privacy without (significantly) degrading the user experience of the viewers.

ACKNOWLEDGMENTS
This material is based upon work supported in part by the National Science Foundation (under grants CNS-1408730, IIS-1253549, and IIS-1527421), Google, and NVidia. We would like to thank Dr. Brad Luen, Dept. of Statistics, Indiana University and Dr. JangDong Seo of the Indiana Statistical Consulting Center for their valuable suggestions regarding the statistical analysis of our experiment data. We also thank the volunteer participants of our lab study. Finally, we are grateful to the people who participated in the online study.

REFERENCES


