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1. Overview

I Multi-layer composition of different tree-structured part-based models.
I Each layer captures human pose at a different scale.
I Dual Decomposition for efficient inference.
I Outperform state-of-the-art under different evaluation metrics.

Figure 1: Our multi-layer composite part-based model.

2. Model

I Single layer model. Our model is built on the mixture of parts tree
model in Yang & Ramanan (CVPR11):

I Multi-layer composite model. The proposed model generalizes
the above model with multiple layers:

3. Inference

I We adopt Dual Decomposition for efficient inference, which naturally
decomposes the original graphical structure into multiple trees.

I Subgradient descent:

4. Learning

I Structural SVM formulation: Ŝ(I ,Y) = β ·Φ
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s.t. β ·Φ(Im,Ym)≥ 1−ξm ∀m ∈ pos

β ·Φ(Im,Y)≤−1 + ξm ∀m ∈ neg,∀Y

5. Experiments

I Datasets. We use Parse [2] and UIUC Sport [1] in our experiments.
I Evaluation criteria.

How to define correct part localization
1. Distance of each endpoint from ground truth
endpoint is less than a threshold.

2. Mean distance between estimated and ground
truth endpoints is less than a threshold.

How to compute final PCP score

A. Calculated for each image; Averaged on all.
B. Calculated only for correct person detections;
Averaged and multiplied by detection rate.

I Quantitative results.

(a) Table 1: PCP (1A) on Parse & UIUC Sport.
Parse dataset UIUC Sport dataset

Torso UL LL UA LA Head Total Torso UL LL UA LA Head Total
Ramanan2006 52.1 37.5 31.0 29.0 17.5 13.6 27.2 28.7 7.3 19.2 7.5 20.6 12.9 15.1
Wang2011 – – – – – – – 75.3 49.2 39.5 25.2 11.2 47.5 37.3
Yang2011 82.9 69.0 63.9 55.1 35.4 77.6 60.7 85.3 61.3 55.5 49.7 35.5 73.5 56.3
Ours (26+10) 82.0 72.4 67.8 55.6 36.6 79.0 62.6 85.4 61.6 57.9 49.1 34.8 72.9 56.4
Ours (26+1) 85.6 71.7 65.6 57.1 36.6 80.4 62.8 86.0 62.2 57.5 51.0 36.3 73.7 57.3
Ours (26+10+1) 81.0 71.7 67.6 55.9 36.3 79.5 62.3 86.2 61.2 55.7 49.9 35.9 73.8 56.5
Pishchulin2012* 88.8 77.3 67.1 53.7 36.1 73.7 63.1 – – – – – – –
Johnson2011* 87.6 74.7 67.1 67.3 45.8 76.8 67.4 – – – – – – –

*Pishchulin2012 and Johnson2011 are not directly comparable due to the use of more annotations.

(b) Table 2: Effect of PCP 1A, 1B, 2B on Parse.
PCP (variant 1A) PCP 1B PCP 2B

Threshold 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.5 0.5
Yang2011 33.4 47.2 56.0 60.7 64.4 67.2 69.7 71.5 56.0 74.9
Ours (26+10) 34.5 49.2 57.6 62.6 65.9 68.7 71.3 73.0 58.5 75.0
Ours (26+1) 34.5 48.3 56.5 62.8 66.9 70.0 72.0 73.6 59.3 75.8
Ours (26+10+1) 34.3 48.9 57.3 62.3 65.7 68.6 70.9 72.7 59.5 75.9

I Qualitative results.

Figure 2: Sample results. Left: Examples in which [2] failed (top), but our
3-level model estimated poses correctly (bottom). Right: Some failure cases of
our model.

6. Conclusions

I A general framework for combining different pose estimation
models.

I Our model outperforms state-of-the-art methods on challenging
datasets.
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