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Abstract

A major emerging challenge is how to protect people’s
privacy as cameras and computer vision are increasingly
integrated into our daily lives. A potential solution is to
capture and record just the minimum amount of informa-
tion needed to perform a task of interest. In this extended
abstract, we propose a fully-coupled two-stream spatiotem-
poral architecture for reliable human action recognition on
extremely low resolution (e.g., 12 x 16 pixel) videos. We pro-
vide an efficient method to extract spatial and temporal fea-
tures and to aggregate them into a robust feature represen-
tation for an entire action video. We also consider how to
incorporate high resolution videos during training in order
to build better low resolution action recognition models.

1. Introduction

Cameras are seemingly everywhere, from the traffic
cameras in cities and highways to the surveillance systems
in businesses and public places. Increasingly we allow cam-
eras even into the most private spaces in our lives. While
these cameras have the promise of making our lives safer
and simpler, they also record highly sensitive information
about people and their private environments.

Perhaps the most effective approach of addressing this
privacy challenge is to simply avoid collecting high-fidelity
imagery to begin with. For example, low resolution im-
agery may prevent specific details of a scene from being
identified — e.g. the appearance of particular people, or the
identity of particular objects — while still preserving enough
information for a task like scene type recognition [[7]. Par-
ticularly important in many home applications of cameras
is action and activity recognition, to help give smart devices
high-level contextual information about what is going on in
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(c) Ride Bike
Sample frames of extremely low resolution (12 x 16
pixel) videos from the HMDBS51 dataset. Original high resolution
frames are shown in red.

Figure 1.

the environment and how to react and interact accordingly.
Several recent papers have shown that very low resolution
videos (around 16 x 12 pixels) preserve enough information
for fine-grained action recognition [[1,2,4}/5]]. This is per-
haps surprising, since even a human observer may have dif-
ficulty identifying actions from such little information (Fig-
ure[I). This raises the question of how much better action
recognition on low resolution frames can progress.

In this extended abstract, we propose a fully-coupled
two-stream spatiotemporal network architecture to better
take advantage of both local and global temporal features
for action recognition in low resolution video. Our model
incorporates motion information at three levels: (1) a two-
stream network incorporates stacked optical flow images to



Approach Accuracy
3-layer CNN [5] 20.81%
ResNet-31 [3] 22.37%
PoT (HOG + HOF + CNN) [6] 26.57%
ISR [5] 28.68%
Semi-coupled Two-stream ConvNets |1] 29.20%
Multi-Siamese Embedding CNN [4] 37.70%
Ours (w/o pre-trained C3D) 41.04%
Ours (w/ pre-trained C3D) 44.96%

Table 1. Results on the HMDBS51 dataset.

Approach Accuracy
PoT (HOG + HOF + CNN) [6] 64.60%
ISR [5] 67.36%
Multi-Siamese Embedding CNN [4] 69.43%
Ours (W/ pre-trained C3D) 73.19%

Table 2. Results on the DogCentric dataset.

capture subtle spatial changes in low resolution videos; (2) a
3D Convolution (C3D) network computes temporal features
within local video intervals; (3) a Recurrent Neural Net-
work (RNN) uses the extracted C3D features from videos
and optical flow fields to model more robust longer-range
features. Our experiments on two challenging datasets
(HMDB51 and DogCentric) show that our model signifi-
cantly outperforms the previous state-of-the-art. Full details
of our approach appear in a recent conference paper [[10].

2. Our Approach

Spatiotemporal Feature Extractor We propose a feature
extractor to capture visual and motion information in low
resolution video units. In particular, we use the C3D net-
work, which has proven to be well-suited for modeling se-
quential inputs such as videos [§]]. While the C3D network
is able to encode local temporal features within each video
unit, it cannot model across the multiple units of a video
sequence. We thus introduce a Recurrent Neural Network
(RNN) to capture global sequence dependencies of the input
video and cue on motion information (e.g., trajectories).

Fully-coupled Networks Inspired by [1}9]], we propose a
fully-coupled network architecture where all parameters of
both the C3D and RNN networks are shared between high
and low resolutions in the (single) training stage. The key
idea is that by viewing high and low resolution video frames
as two different domains, the fully-coupled network archi-
tecture is able to extract features across them.

Two-stream Networks We extend our single-stream net-
work to two-stream by adding a similar architecture but
with optical flow fields as the input. Since motion features
between consecutive low resolution video frames are often
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quite small, our model benefits from the optical flow to learn
pixel-level correspondences of temporal features.

3. Experiments

Table [I] shows results of the evaluation. Our full model
featuring pre-trained C3D networks, the bi-directional GRU
network, and the fully-coupled two-stream architecture with
sum fusion achieves 44.96% accuracy on the low resolu-
tion HMDB51 dataset and 73.19% on the low resolution
DogCentric dataset. As shown in Tables |I| and [2} our re-
sults beat the state of the art on low resolution video, in-
cluding Pooled Time Series (PoT) (which uses a combina-
tion of HOG, HOF, CNN features) [6], Inverse Super Res-
olution (ISR) [5]], Semi-coupled Two-stream Fusion Con-
vNets [1], and Multi-Siamese Embedding CNNs [4]. Our
best result outperforms these methods by 7.2% (3.3% with-
out pre-training) on HMDBS51 and 3.7% on DogCentric.
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